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MSTRACT

There is need for ● mechanism to tranrfer supercomputing technology into the hands of scientisu
and ●ngineers in such a way that they will rncquire ● foundation of knowlodge that will permit
integration of supercomputing ●s ● tool in their research. Most computing contar training empha.
sises compuWr-specific information ●but how to uee a particular computar systam: most ●cademic
programs taach Concepu ta computar sciantista. Only ● few brief courses ●nd new proramo ●re
designed fol computational scientists.

This paper doecribas an .Ieven=week tiaining program ●imed principality ●t graduate ●nd pow.
doctiral otudonts in compumtionally-i.ritansive fioldc. The program is designed w balance the spe-
c~city of computing centm courses, tho ●bstractn.m of computer ccionce coumes, ●nd tho psrson-
ai contact of traditional apprenth ●pproaches. It is baeed on tlm ●xporionce of computm
scientists and compumtionai eciontha, and consists of seminars ●nd clinim given by ma..y visiting
end ioml faculty. h covers ● veri-ty of mqmrcomputing concepts, iowes, and practkee relati to
architecture, operating oyatems, eoftware desi~, numoricai conddor ●tions, cod. opthnization,
~aphica, communicadons, and networko. ha rmearch componont ●ncouragos und~ruanding of
wi.ntific computing and oupsrcomputer hardware issues. Fldbility in thinking about compwng
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needs is emphasized by the use of several different supercomputer architectures, such as the Cray
IJVMP48 at the National Center for Supercomput,ing Applications at University of Illinois at
Urbana-Champaign, IBM 3090 600E/VF at the Cornell National Supercompu@r Facility, and
Alliant FX/8 at the Advanced Computing Research Facility at Argonne National Laboratory.

Keywords: Supercomputing, training program, remote supercomputing center, secondary super.
computing center, computational scientists, supercomputing support environment, supercomputing
application environment, user experience.

INTRODUCTION

Incmzeed Ha?dwa m Availability and lncmaeed Supercomputing Education

In 1984 the National Science Foundation launched a program designed to bring supercomputing to
scientists and engineers engaged in basic research outside the national iaboramries [11, [21. The
availability of supercomputers in the Phase I and Phase 11 NSF.supported national centers, plus
the NSFnet communications backbone, has had a profound impact on the way computational sci-
ence is conducted and, perhaps more importantly, on the expectations of the scientific community.

in addition to improvements in hardware, ~oftware, and communications, eupercomputing
training is an important component of any national effort to advance the ume of ~upercomputers.
This importance of training was emphasized by the Panel on Large Scale Computing in Science
and Engineering, chaired by Peter Lax in 1982 [ 1], and was restated in the report on a National
Supercomputing Imtiative, chaired by H. Reveche, D. Lawrie, and A, Despain in 1987 [3].

Increased capability in modelling physical systems requires ad: ,lces in scientific software, as
well as in hardware and sysums. Advances in scientific application software have been mostly
the reeult of increased access to mini- and minisuper-computers and are probably not yet the
result of the increase in supercomputing access [4]. Full potantial for development o! mphiuticated
supercomputer eoftware has yet KI be realized. ScienMic eoftware fur supercomputers lags behind
minicomputing eoftware for teveral reaeon~, among them: (1) lack of pervaoive guaranteed access
conducive w uninhibited exploration; (2) consequent lack, ●xcept in a few insunces, of direct
familiarity with the characteristics that transform a “computer” inm ● “tupercomputar”; and (3)
the lengthy time for development of large-scale software.

Where do we find supercomputing applications expertiee? Supercomputing centers are typi.
tally hoadad by physical mcientism engaged m compuwtional science, rather than by computer ml.
mmista ●ngagod in software or hardware development. So, it IS to the potentially large pool of
physical eciwttis~ ●nd engineers, whoee practice pushes them towsrds increasingly sophisticated
uee of supercomputers, that we must pay ●ttention ●nd address our ●ffc rti if effnctive mtpercom-
puter uee is to follow closely on the heel- of innovative mqmcomputer ●rchitemure design. Yet,
thit is a gToup that has traditionally Ioarned computmg by word of mouth within its own ●pplied
flold; ●nd the wordmf”mout.h approach it terribly ●rchaic given the huge investmton~ in compuwr
hardwaro that have been made ●nd tho pace at which they wIN contintm to be made. The Nation-
al Supercomputing InitiaLivo report [3] urges that “univortitiem raeive incentives ta devalop both
undergraduate and raduate curricula for Iarge-scde computing in ●r@necring ●nd ecience. The
curricula must be intardieciplinmy and fosmr ● deeper unders~ndlng of uw underlying problems
in large ecalo computer modeling, ”
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The task that we proposed for ourselves is more in line with technology transfer programs
than with either supercomputing center training or academic computer science programs [3], [5]:
m provide scientists at secondary supercomputing centers with enough background and experience
ta understand the concepts and issues of supercomputing as they relate ta their own discipline and
ta integrate supercomputing as a tool in their research. Bringing professionals w the forefront of
technology is nothing new: industry has engaged in it for a long time, and professionals in acade-
mia often use sabbatical leaves or their own research m fulfill the same n~ in an informal man-
ner. What makes supercomputing unique now is the accelerated pace of tmpercomputer availabil-
ity, the remote nature of supercomputer equipment (in most cases). and the lack of a sufficient
body of experienced scientific programmers (outside of a few industrial and academic cenuws and
the national laboratories, where supercomputer users are scientists who grew up with computers
as compuwrs were developed). Our program tiies w provide an environment (utiliaing remote
access to supercomputers and providing comprehensive supercomputing support locally) where a
group of experienced computational scientists can be built up much faster than i would grow oth-
emise.

Traditional computer science curricula do not, and cannot, provide the kinds of detailed back-
ground necessary m help non-computer scientists port their code ta supercompumrs. The typical
computer science program rarely, if ever, ofl’ers a course in supercomputing, and such a course is
more likely m be a generic course that consider6 a broad class of archi%ctures than an indepth
investigation of ~rogramming techniques (for example, see [6]). Non-computer specialists may
have little murest in the computer science aspectsof these svstams, and, realistically, the knowl.
edge they need may require several months of detailed mtudy at the interjection of their applica-
tion and the capabilities of the target machine.

Most supercomputing center training emphasizes computur.specific reformation about specific
tools for specific computer systems. It does not come to grips with several crucial aspects of the
scientist’s needs: (1) prob]em6 ariae afur the acient.iet returns m home base, (2) many problems
are due m networks and remote connections, ●nd (3) the scientist often does not have the concep”
tual framework that is nacmanry in order to fully ●beorb the computing information in a few
weeks. These problems ●re, of course, compounded at institutions without local supercomputer
equipment. The very natural expecwions creiitad by the rise of “user friendly” microcomputer
software mols and by the use of pcckaged eoftware m disciplines without a long tradition of soft.
ware development further complicate the problem.

Supsmomputin# Education fir Nom-Compu&r Sckntisfn

That %upereomputtng” is ● topir of study on im own is not ●s obvious aa It should be. An intro-
duction w mtpercomputing cetinly involves Ieaming come principles of computer ecience, which
shomtenn wtining programs cannot co%er. Moreovor, non.specidima typically do not have the
time (or intaroet) to sit through ● -riw of qwcialbd computer ecionce courses conwining matari-
d that is of only eelective relevance. On the other hand, Lhe usual computar aAence m.mvey Cour.
w have little ta offer in *it reepct, since they ●re oriented toward ● difl’erent ●udience. Fur”
thermore, supercomputing impoaee m-tain conmrmnta (and opens up new avenuae) that are not
traditionally covered in cnmputar ecience, eo it is unclear whether traditional couram would really
be all that helpful. For ●xample, in the area of p~amming Ianguagea, it is one thing to rail
against Foniran u an inappropria~ vehicle for ●xpredng algorhhnta, but if that ia what you
have, then the topic of intmeat ia how tu make beat use of the tad you have, not what ie the beat
WI [71.
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Our approach is to capitize on pressing research needs and on the traditional role of gradu-
ate end postcktaral students as harbingers of new techniques for their research groups. To
engage their full cooperation, the participant and his or her group must feel that they are accom.
plish.ing something of direct relevance to their research, must remain in constant touch with each
other, and must come to understand the problems and challenges of su~rcomputing as they relate
to their professional future. This is not to say that there is no need for scientists to spend long
periods at supercomptming centers, nor that supercomputing center training workshops are not
needed; rather, our program addresses the s~ific issues of incorporating supercomputing ex~r-
tise in the shortest fissible time into research groups not
ing this expertise readily available locally.

METHOD

ready for other-approaches and of rnak -

Today, computational scientists must be proficierit in the use of a variety of supercomputers for

their research. As national supercomputing centers become saturated. computer cycles will have
to be uxed on whatever machines may be available. Developing technologies, such as parallelism,
will likely worsen this situation for some time to come. Thus, the goals of our program are the
following:

1. Prepare participants to become “educated consumers” of supercomputing technology.
2. Create ●dap~ble people.
3. Bridge the gap between computer-specific training and computer science education,

Researchers need s training program that gives them the tools to adapt to multiple environ.
ments while focusing on their own research needs. We blieve that participants must have aignif.
icant time w view and re+iew the same issues from different viewpoints, m learn more than sim-
ply how to use a particular supercomputer, and w learn more th~n ●bstract concepts. Direct
presenwtions from different experts in a technical context and lack of emphasis on any single
commnar ●rchitecture broadens participants’ views and helps prepsre them to become “educated
cmmumers” of this Mhnology.

A difficult problem in developing supercomputer ●pplications is the fine balance between port-
●bility Mcroee machines ●nd optimization on a single machine. With such rapidly changing tech-
nology, it may be ●xpedient to overtrain on a particular machine for a specific application, but this
tends w subvert overriding educational goals. We ●re interested in training scientists and engi.
neers about mtpercomputing concepts ●nd issues, not about ● particular supercomputer, bcause
we know that over the course of their careers technology will change, change, and change ●gain.
We want psople who can adapt ta rapid technological changes ●nd ●void becoming obsolete.

The result is ● training program that ●ttempw to bridge the gap lmtween Computar.specific
trainhtg and computer science education. It treate ecientifk supercomputing conceptually ●nd
pragmatically, We have combined some feature of both types of programs and added an empha-
sis ●ppropriate for our audience [81. This tmhting pro~am gains he strength from our long
experience in education and the ouppofi of ● traditional computing center combined with our more
recentCXperbmce In the support of ● vadety of rernow ●qmcomputing centers and their users. It
can be aeon as a step in the ●voluthn of an tntqrated network of @ntars of supercomputhg. This
training program does not teach partkipants how b use particular supercomputer systems,
although dwy do Ieam Ms. It helps them understand what concepte ●nd issues are central to
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supercomputing. Thus, they will be better able to approach any supercomput.er, evaluate its pro-
gram development tnols, adapt their application prog?ams to the hardware, and evaluate the
supercomputer’s performance on application programs in their fields of research.

Computing Facilities Ctitical to this robust approach has been access to not one, but several,
advanced computing centers. Computers used in this program include: Cray XlMP48 running
CT?3S at the National Center for Supercomputing Applications (NCSA) at University of Illinois at
Urbana-Champaign, IBM 3090 600E/VF running CMS at the Cornell National Supercom.puter
Facility (CNSF), IBM 3081 plus FPS 164 running lCAP at IBM Kingston, and Alliant FX/~ run-
ning UNIX at the Advanced Computing Research Facility (ACRF) at Argonne National Lat~orata-
ry; and workstations include: IBM PC2/60, IBM PC/AT, Macintosh SE, and Sun.

Prwfeaswncsl Leuel Audience The program is designed for researchers in computationally -
intensive research areas. Typically, the program has included graduate level science and engi-
neering students who have completed their course work and are already engaged in computing as
part of their research. The program is also appropriate for postdoctoral studsnta and ot!!ers who
have recognhed the need and who can devote a significant amount of time to research.

Prerequisite knowledge includes: ( 1 ) a working familiarity with Fortran programming and
some mainframe operating system, and (2) a working application program. Because of the inten.
sity of this workshop program, there is little time for significant code development, and partici.
pants are encouraged to have a working application program ready ta explore, port, time, and
debug. Appropriateness of the research code to supercomputers is a factor in sekxtion of pwtici-
pants; if needed, we help students oh-in code in their own field appropriate for the workshop.
Participants work on the applications they know. and both students and advisors consider time
spent in the training program to be part of their research experience.

Prwgmzm Size and Time Convnifmenti: The number of participants is kept small (four to six)
to help develop a sense of “team work” that is emphasized by repeated participant presentations
and by group debugging sessions with the stxff. Participants focus on this training program and
their own research full-time for eleven weeks without distractions from teaching or other duties.
Student participants receive a research assistantship from their department or from the program
su that they may devote thei)’ full time to the program. It is this immersion that allows partici-
pants to develop u better undmstanding about what makes computing a bottleneck and a rate-
Iimiting step in their rewarch.

Crtm F’ertihtxffon of I&search Arww The training program is not limN.ed to particular fields
of research, but rather is open to any research area that needs the capabilities of supercomputers.
Participant ●re selectsd from ● balanced variety of disciplines w that they have the opportunity
to iearn from each other about a wider range of applications, problems, ●nd solutions. This cross
fortilixation contributes w an understanding of the bencfita to be gained from intirdiaciplinary
interactions. Typical] y, the program has inciuded two participant from ●pplied fields and tWO
from computer science, mathematics, or ●lectrical engineering (ace Table 1 and Table 5). It is our
objective m maintain this balance for the foreseeable future; our experience with participants’
interactions reinforces our expectations for the wwcess of this ●pproach.

All this is not to say that program participant do not need a background in computer science.
The way to make the most significant improvomenta in the computing tie of an application pro-
gram iios more of?an in ● batter algorithm *- in opthiaation or hardware impmvemenw, -d
computar scienceknowledgeoften loads to thee algorithm improvement. It is ● secondary role of
the cemputar science pficipanta to help othor pmticipants gain nn informal um.hrstanding of this
value, while thy themselves Corn? to understand the ●pplication of supercomputars to scientific
problem solving.
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Table 1: Research Areas of Participants

Fall 1987 Program

Simulation of heat exchange and liquid propellants
Robotics and finite element stress analysis
Natural language interface for the development of large-scale software systems
Error-correcting. duadic cyclic codes

Winter 1988 Program

Time series modeling of eiect.rical evoked potentmls, as related w memory
Computational fluid mechanics
Image processing, analysis, and classification of diatoms
Parallel processing in sorting and searching of rule-based systems in artificial intelligence

---- --—- ---- ---- -— -- ---- ---- -— -- --—— ---- ---- --

Impkmentation

Rather than approach this training program from traditional points of wew, such as hardware or
software or algorithms or specific computers. we examined the nature of scientific supercomputing
ta revetd how it is different from other kinds of computing and, consequently, what knowledge and
understanding is essential for computational scientists. As described by Lawson[ 9], many courses
derive from the instructor’s own background and educate people to have a similar outlcok of rela-
tive importances. However, we felt that, having an application science orientation. a comput-a-
tional scientist should approach computing from neither hardware, software, nor algorithms, but
from a blend and balance of all [10].

The prograr,) includes two components, seminars and research [111.

&minar Component Seminars cover many concepts and issues of current and future scientific
supercomputing. These seminars are conducted roughly every other day by a variety of visiting
Iecturers.-users, vendors, computer scientists, mathematicians, and engineers from academic
departments, computing and research centers. and the computing industry -aach an expert in his
or her own field, and by students themselves and staff. The god is to provide the breadth of t+-
ics that is necessary to understand scientific supercomputing in the practical environment of the
participant’s own application code running on a variety of supercomputers. Seminars emphasize
general concepti of scientific supercomputing, supported by some specific technical details, so that
participant are not completely overwhelmed and are able to retain enough of each topic w make
sense out of the whole. We ●rnk visitors to concentrate on similar concepts ●s related to their
expertise so that participant ●re exposed w difTerent pointa of view and learn, first hand. why
them are many approaches to supercomputirig and which ones suit their purposes better. Semi.
nar topics are described below, ●nd the relative weights of each can be seen in Table 2.

What i. ecientif%c suparcomputing? To establish ● foundation of knowledge, participants
inventory their breadth of experience in computing in hardware, in the use of existing eof?ware,
and in the building of new software. We discuss characteristics that distinguish acientJfic super-
computing from other types of computing, such ●s student classroom computing, business comput -
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ing, system programrnin & -d r~-time Computing. This helps participants identify ueas that
are familiar and those that are new. The rest of the training program elaborates these distin-
guishing characteristics.

Architactun of SUpWCOmpatere. We introduce principles, concepts, and terminology of
supercomputer architectures; discuss vector processing hardware and multiple processors for par-
allel processing and learn how several computers (such as Cra y, IBM, and Alliant ~ work, includ-
ing CPU, registers, and memory. Lecturers emphasize knowledge of hardware and system archi-
tectureti and how they affect effkient coding techniques.

Operating syetems ●nd environments, communications ●nd networks. We discuss con-
cepts upon which different operming systems are baaed and examine several (such as CTSS.
CMS, and UNIX) to understand imporiamt differences between them and how this affects scientific
supercomputing. The importance of local area communications at the University and wide area
communications via NSFnet and other national networks, including definitions and protocols. IS
included.

IWtwme deeign ●nd maintenance. Because scientific apphcatlon programs have a long life-
time and are in a perpetual state of avoluuon as research needs change. we encourage spemal
understanding of the need for good software design and analysis techniques and for re-evaluation
of software after it has been impkmented in a new enwronment. Modularity--both small-gram
modularity for subroutine libraries and large-gram modularity for probiem setup. comput.mg. and
post-processing--enhances readability and modifiabihty, two concerns that are dealt wnh in the
research component of the waining program.

cede optimization. Before a program can be made more efftc~ent, it must be analyzed and
timed to discover the most fruitful regions for optimization. The effect of chore of data structures
on ●xecution time, spacdtime trade-offs. and the need to discover better algorithms are dmcus~d.
as is automatic compiler optimization and the effects of vectorization and paraliehzauon on coding
and algorithms.

Numerieal con.idesations. Comput.stmnal smentists need to ham about the nature of com-
puter arithmetic, round-off errors. rmndomnumber generators. the stabihty of algorithms, ●nd the
different nature of errors m vector and parallel processing. Evaluat.tng and eekcttng algormhms
from ●xisting Iibrarms is another topic that does not have a regular place in curricula md that m
of’ practical importance to our ●tulience.

Computer gmphks. Becauee of limited graphics hardwue availsbihty and current pm-form.
arm problems of gmplucs in ● networked environment, some paructpmtte have hubs experience
with computer graphics, These eesatons expoee participants to a uncle variety of graphws, set

their future sights on the impo~ of graphtcal output m the analysis of reaulw, and help them
understand the use of graphics as ● tool in thutktng ●bout science. It also helps them understand
the difforsnce between Jower-cost scientilc graphs for day.today research ●nd tugher~t pres-
●ntauon graphics for fhtal reeearch results.

Evaluation of program daaign and implontosstation. WQ ●mphasixe the need to amass ●

computer program as ● separate step: to remember the scienti!k problem we ●re exploring, ●nd
to ●valttati if this program is the boat mapping of tbe probkm onto the computer and if thts com-
puter is the beetchoicefor this problem.
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Tablr 2 Seminar Topics

Topic

What is ScientifwSupercomputing?
Intrdwtiort w Suprcomputer Archiwct.uresand Operating Systems
Supercomputer Architectures: Cray. IBM. Alhant. experimental
Operattng S.ysternsand Environments: Cray. IBM, UNIX
Gwnmunicatins ●nd Networks
%ftware Design and Maintenance
Cade OpLirrtixation:

Timing and Dsbugging
Vectorixation
Paralklizm.ion

Numerical Considerauons
Computer Graphics
Evaluation of Ikmgn and Implementauon
Site Vwits: NCSA. Argonne. other
-ntations:

StinU
Adwaors
Vismws

Wrap-Up

Number of
Sessions

1
2

5-5
3-5

2
3

1
2-3
2-3

Q

i
2

2-4

3-5
1-2

1
1

----- ----- ----- ----- ______ _____ __ ----- ----- -

Renamh ComPWnk Each participant defines. ●arly in the program, ●nd then pursues hls or
her own workshop research objectivesby implementing an ●pplication program on a variety of
●t~rcomputers and seulutg on particular criteria for understsndmg. Participants present aspects
of tiwir research several times during ttw program es their ●pplication advanm. and receivesug.
gestiotu from sLaN and other parucipants on the methods used. In this way, the team continues
kerning from each other’s w .rk. Advtsors. presenwtions ●re an impormnt ps”t of this process
and help emphas= the relationship of the workshop to the participant’s career.

After adapting their codas to pa~tdai” supsrcompute~ architectures and operating system-,
participant s~nd eeveraJ days ●t ● mtpercomputiWmeeearch center to work closely with
~lws end ●xperts in studying their ●pplication programs and the effects of suprcomputing
●nvironments. The site wait provides participants wiih intensive experience working on their
applica~n ~ams with the ckee assistanceof on-site ●xperts.

To facilitate the participants’ research, “tmlkitm and “clinic” seewons are conducted by work.
shop SM and faculty spnaors; these are ● more fond karning part of the research (or labora-
tory) Companont of the Wrkshnp.

Ilalf+our tdkit aaaiona assistparticipants in identifying useful computing tds end related
dmturmntdon for partidar computmw WC want to emphasise that esch tdkit covers ● variety
of ~ating systems and eneour~ a systsm-independent comparative ●ttitude, Topics covered
in@olkit osashsare@enin Tabk 3.
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Table 3 Toolkit Topics

Number of
Topic Sessions

Signing On and (MT, and Shipping Files
Finding Information
Compiling, Loading, and Executing, and Their Listings
Editors
Debugging Tools
Timing and Analysis Tools
VactOrixation
Paralleliaation
Controllers and Batch Processing
Building User Libraries
Math Libraries
Computer Graphics

1
1
1
3
2
3
2
2
3
1

1

2

----- -—-— --—- —-—- ---- -— -- ---— ---- -_—- ---- —-—- -—

Clinics provide an opportunity to discuss particular programming problems and issues in detail
with expe~ and students together; these team discussion/debugging meetings cover students’
actual problems. For example, we h~ve guided tours of h~w to read and debug programs, includ-
ing those written by others, a very important part of all our professional lives. Qther successful
clinics include design of testing procedures for each code and participants’ presentations of several
difYerent approaches to a problem gathered from the literature. These clinics, together with $tu-
dent and s“~ff presentations, serve a fundamental purpose: they provide a computing “apprentice-
ship” that is the counterpart of the apprenticeship provided by students’ advisors in their scientific
field. We have found, time and time again, that these sessions are where participant learn the
limitations of tlwir own approaches and start to develop wider perspectives. Topics covered in
clinics are given in Table 4.

Facilities and Suppo* Each participant has exclusive use of a workstation connected to local
and national networks: the proximity of participant tioughout the program contributes to inter-
change of ideas and understanding. Participants also have easy access to local and remote con-
suh.nte, online information systems, and a Iocal librmy of materials, which includes books, jour-
nals, supercomputar manuals, articles on computer optimization, mathematical libraries.
videotapes, and online pointera to this material, Inw the existing online computer documentation
system, we have incorporated an online bibliography of materials ●vailable in our local library and
in the University library. This integration of mainframe and micro-computer documentation with
the supercomputig bibliography has two objectives: (1) it makes clear to the student that super-
computing is not ● cumall but must be used o~y when it is effective, end (2) it titioduces, @ tie
rest of the computing community, the idea that supercomputing can be used ta expand )ocal com-
puting capabilities.
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Table 4: Clinic Topics

Number of
Topic Sessions

Compiler and bader Listings 1

Reading and Reviewing Progrsms 1
Testing 2
Timing and Debugging 1
VectoriZation 1
Parallelization 1
Reading the Literature 1
Computer Graphics 1
Optimization and Comparing Supercompuw.rs 1

-- —-. —- —-- ----- ----- -—-—- ----— —- —-— ----— —— --— —

RESULTS

When the program was designed, we recognized that iu unique features should be continuously
evaluated, since there was no previous experience to draw upon. The most useful feedback is that
from the studenw themselves; we distributed detailed evaluation sheets afwr each seminar, tool-
kit. and clinic smsion; these sheets were reviewed by the program staff weekly. We also sched-
uled a post-mor~m session with each group of studen=. The most imporumt conclusions of this
evaluation process were t-he following:

1.

2.

3.

4.

5.

60
7.

8.

The “immersion workshop” approach was ex~emely successful in beginning to create
robust, flexible supercomputer users. Immersion led to a qualitative change in the studenw’
understanding of the process of computing and “ts relationship w their scientific aims.
Research assistantships give participants the time and support w immerse themselves in
this program.
Access m different computer architectures and to supercomputing centers of expertise is
fundamental; the program would not exist without them.
Direct exposure to vendors in a technical context was an impotint part of the learning
●xperience; this analytical interaction with vendor exper& is characteristic of the forefront
of technology.
Repetition of presentations by the students as their work progressed was very useful to the
students themselves md an effective method of sharing strategies.
We should strive for greater participation of studente’ research advisors.
Site visiti are important w the sense of growth, unders-ding of research computing
trends, and camaraderie among participants.
Perhaps the most important and surprising comment was that every student learned basic
computing and debugging tachniquea dur~g the program that would have been u~ful in
eoftware development before the program.

A good way ta show the success of the program is through iw effects on participants and their
resmrch ~OUfJS. ~m~ of their new understanding of fundamental concepts and their newly
perceived need for information, two engineering elumni will take computer science classes next fall
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in numerical alp-ithms and introduction to computar architecture. An elumnue wee able ta dem-
onstrate, by careful benchmarking of a npended up program, an emr that cropped up eft>r +000
iteration and opened the way for _ tbe group results more accurate. We have a eecond
applicant f+om this same research group, which ie already a heavy user of supercomputers at
CNSF and Palo Alto IBM 3090 i.natallatiom. An alumna who wae not computer proficient before
the program was able to expand the mmplexity of her thesis research in one quarter; and we have
a second applicant from the same field. An engineering alumnus was asked by hia department
bead h make a presentation to the whole department on his timing benchmarks on fdte element
program optirniaation; we have had an applicant from that depmtment every time the program
hee been offered.

The main results of the program are diecusaed below.

WorhdUIp appnmch succem Immersion of a few students inta concepts, isauee, and practices
of scientific mprcomputing for a relatively long time was fundamental. Participant learned a
great deal about supercomputing in general, adapted their application programs for several super-
computers, end compared performance. We have started to eee participant research develop with
a better under~tandi.ng of the nature of supercomputing, we can also see that links are by no
means cut at the end of one term and alumni draw freely on our resources aa needed,

Chungee h point of ufesc Studenta who have participated in our model program have learned
how to diminish the role of computing as a bottleneck in their reeearch, They are able to aseess
the value of different computers; as one participant put it, “I am more relaxed at the terminal. I
also am able to implement new programs more quickly than before and I ‘dream bigger’, i.e., con-
sider implementing programs that I would have considered to be too difficult before.” We have
also seen an increase in interdisciFhnary questions among participants themselves and among
participants and faculty engaged in the clinic sessions.

DJNCC upplicuiion on own codes: Perhape the single most important factor in the success of
the program is the requirement that participants bring to t!!e training program a specific problem
that they need to eolve, The danger of such en approach is that participants may over-specialize
on their epecific ●pplication; in fact, however, our experience has been quite the opposite. By
providing a firm focue for their work, participants have a much stronger motivation for assimilat.
ing new information, md they treat the workshop as much more than just an intellectual excrciae.

Edsmstian of non-progrunsmem: Of wider implication is the realization that there is no mecha.
nism in place for non-programmers to learn “good programming habits,” since these are ntill
~ on h ~ apprenticeship Contextand profemional scientific programmers are not common in
●cademia. Additional avenues are needed for non-programmers to gain the background that is
essential to their development and productivity,

E/)kd8ncy of #he educational pw.m and msounw docation: In evaluation sessions with
cm-ant and pa-t students, ithas become obvious that there are two tinge students perceive as
most useful: (1) the the available to go over and over again their own programs, Iaaming some.
thing new as the and their background progrw, and (2) sitting down with experts w deal with
specific iaauew+e it what they need to know in ordor to move from fhlly supported mainfkame use
to almost unsupported mspercomputer use, or how thy time and speed up dlfflcult code, Partici.
panta have been very clear that they coneider the program a mmcess km their standpoint they
havo ●dvanced in their research at the tam. time that they have abaorbed an enormous amount
of background educatkm. The fact that this knowledge makes partklpanta more valuable b thair
present research groups and mom employable in the fitu a plays no small part in their dedication.
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This program has been able to bring b campus professionals not utherwise accessible. Vis-
itors come as seminar speakers, but the program has waiting for them, in addition @ the usual
interested audience, a small group of dedicated students with the time and knowledge b get more
out of the visit. The program has incraased communications between the graduate student cohort
on campus and computing center shff in charge of research computing support; it haa allowed us,
as computm professionals, h pass on t.a participants much more than what we were able to
before. S@ff whose time commitment is substantial conuista of one full-time equivalent person
during the two initial quamrs ~f progmun design, redefinition, and search for support; this will be
reduced tn three-quarters of a ~~rson for the third quarter. But, we should not lose sight of the
fact that a great part of this effort (for example, user contact and keeping abreast of developments
in the field) would be expended by center SW in any case; in this sense, the pro~am has provid.
ed an efficient and satisfying framework for furthering support of computer teaching and research
on canlpus.

Unanticipated firxiings: The best lecturers for this training program are experts who under.
stand the concepts and issues and can interpret the significance of various practices. People with
limited skill in teaching or narrow experience in the use of supercomputers were not sui~ble.

Although we give invited speakers an outline of the whole training pro~am, including the
seminars they are involved in, we cannot predict what will actually be covered in each seminar.
Thus, it is important that the workshop coordinator attand all seminars, tilkit, and clinic sessions
to maintain knowledge of what has been covered, to identify topics that need further elaboration,
and to help participants relate material to what has been covered and v’hat will be covered.

Technical presentations on computer architecture and program op~imi”:!.ion by computing
industry experts are invaluable for their thorough knowledge of their own machines. It exposes
partici~anta to a breadth of viewpoin~ that increases their analytical skills.

We were surprised how important siw visits ware. Site visits contribuhd significantly to the
development of shared experience of participant from different research areas, They afforded an
opportunity for participant ti break from their absorption of the large quantity of new material
and spend some less pressured time with each oher, As participan- acquired common experi-
ences, thair discussions and interactions grew.

Students’ advisors are a valuable resource of knowledge and experience from which partici.
pants can benefit. Involvement of advisors also increased their own underrntanding of the role of
the program and its significance for their studen’~. This involvement must be encouraged; it does
not necessarily come by itielf.

Participants did not have realistic expecntions; they did not anticipate how beneficial this pro.
gram would actually be or how much they would want w acccmpli-h during it. Tires, WQempha-
size the value of starting their research component as smn ●s Poocible.
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FUTURE DIREC7’1ONS

Pmgmm Conten$ The intellectual content of a training program of this nature is determined by
ita participant’ needs; adaptability ia one of its advantages. lt is easy to imagine that in several
years many topics covered now (vectmization and portability, for example) may have becomepart
of the arsenal of tools of most computer-sophisticated research areas and will demand supercom.
puting center consulting rather than background educational programs, If our approach is euc-
cesaful, though, we will by then have evolved toward both the new needs in the cument conmitu-
ency (more parallelism, more visualization, and mor~ workstationlsupercomputer interfact
development) that are bare] y touched now and the new needs of an expanding new constituency,
those social tid medical scientists and humanists that now shy away from supercomputing. To
fulffl the hopes for supercomput.ing, we have to seek these nontraditional users, adapt tie pro-
gram content to their research naedn, and a~ust the program si~ to accommodate them. In the
same way that mathematicians and Compumr scientists in *the program are important resources
for the applied scientists in the team, we will use the ●xpertiee of applied scientists more comfor.
table with computing issues to expand the computing vocabulary of newer groIJps.

Adaptation fbr Other Scientific Computing Centen. The environment that we create for
pahcipants is, in terms of hardware and connectivity, the same one provided for their research by

the University, In this sense, the program can be easily duplicated by any institution involved in
computing support; in particular, any university afliliatetl with ●n NSF-supportad supercomp:wing
centar is probably in a good position ta duplicate the program with limited local effort. Diacwmions
with colleagues at national laboratories (Argonne and Los Alamoe, in particular) and with indue.
try have made evident the appeal of this approach m other institutions engagd in wmmferring
professional knowledge. As said in the introduction, this program oweo much to an understanding
of the way in which profossionds keep abreast of new developments in tachnical fields.

For others saekinc to emulate what we have done, we emphasize the importance of a broad.
baaed pool of’ human reeources and, particularly, communication and cooperation ●mong ●ll aca.
demic unita that might be affectad. Certainly, participation from computar science, mathematics,
engineering, physical sciences, and computing cenwrs is essential; ideally, social scientists, ●rtists,
and others would help round out the program and open the eye- of their colleagues to potential
applications of supercomputers. Given the emphaaiB we place on taam work and interactions, it is
not enough just w advertise the training program For the program to be wiccessful, it it neces.
sary to eearch for ●ppropriate work-hop participants mnd instructor ●xpe~Ae. ‘1his is another
byproduct of a multi-disciplinary baas, in that the more disciplines that ●re ●ctively involved in
the program, the broader the pool of potmtial participants. Itis also important to remember that,
in a fast moving field like this, no single ●ntity can count on in-house expertise neces?a~ w r~ali=
the full potantial of this program, Vendors, supercomputing Cenmrs, national Iaborstorios, and
●cadamia must be part of the human resource pool ta be drawn upon. Technical preaent@ions by
vwtdors and students’ own ●dviaor~ are ● rich cource of information not othemiae available; the
potmtial for ●xpansion has baea barely tapped.
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SUMMARY

The UIC Workshop Prowarn in Scientific Supercomputing ia preaen~ as a link between super-
computing center~ and their users and m a link between computational scientists and computer
acienti~. An such, it cannot ●xiet on iw own but must be coordinate witi all of thee.e, Succets
with Lhe pro~am allows UB to offer it with confidence as a viable program for other universities
with limited local supercomputing support but with a strong computing renearch environment, IM
diswnination benefi~ not only individual universities and their aupercomputer umrs; it also bn-
efita national aupercomputig cenwrs aa well, by providing these centers with a larger pool of
su~rcomputer-aophieticatad ueers and relieving their consulting sti of some onerous and repeti-
tive questions, It incren&es interaction between computer wientista and the ~ientiau who benefit
from their rewarch and who are often unaware of how effective a ml compuwr science can be.
Ahm, we should not forget that, in the last ins~nce, integration of supercomputing into ●veryday
science and engineering practice depends on a large pml of traind uura; development of’ new
●lgorithms and wchnlques depend~ on a large pm] cf aophiaticati uaera. Thene uwsrs are being
formed at universities, ~nd the rate at which supercomputing expefise diffum.ee through a univer-
sity has a fundamenud importance in the formation of the next PI from which we all will draw.
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Table 6 Faculty

Associated Faculty

Kathy Barbieri - Cornell National Supercomputsr Facility
Ingrid Bucher . Los Alamoo National Laboratory
Duncan Buel.1 - Supercomputing Reeearch (%nter, Institute for Defenee Analyses
Helen Doerr . Cornell National Supercomputar Facility
Evelyn Goldfield . come]] National Suporcomputer Facility
Robert Haber . National Center for Supercomputing Applications
John Lather . Cray Reeearch
Rick Lawrence . IBM Kingeton
David Levine . Argonne National Laboratory
Douglas Logan . IBM Kingetm
Michael Norman - National Gnter for Stpmmmputing Applications
David S011 . IBM Kingcton
Craig Upeon . National Centar for Supercomput.ing Applications
Tony Warnock . Cray Reeearch at Los Alsmos National Laboratory

UIC Faculty

Maxine Brown . Electrical Engineering and Compu@r Science, UIC
Earl Goee . Bioengineering, UIC
Floyd Hanmn . Mathematics ●nd Computar Science Di’’ision, Argonne National

Laboramry; and Matlmmatics, Statistics, ●nd Compu*r Science, UIC
Tom Moher - Electrical Engineering and Computer Science, UIC
Sohail Murad . Chemical Engineering, UIC
Nors Sabdi - (%mputar Center, UIC; and Chemistiy, UIC
Shim Min Song . Mechanical Engineering, UIC
JOW Sousa . Electrical Engin~ring and Computer Science, UIC; ●nd BorU Warner
George Yanos . Computer centir, UIC; and Mathematics, Sutisticm, ●nd

Computar Science, UIC

John Andrews . CompuWr Center, UIC
Peter Asick . Computar Cmtm, UIC
Fred Damen . Computor tintar, UIC
Stave Roy . Computer Center, UIC
Ann SoIem . Computar Can@r, UIC; and computing and Chnrnunlcationo Division,

Loo Alamoe National Laboratov
Michael Sperberg. McQueen . Computar Centir, UIC
Kathl Suchy ● IBM Vectm+zation Followehip
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Table 5: Student Participants

Fall 1987 Program

Victor Dirda . Electrical Engineering and Computer Science, UIC
Vanessa Job . Mathematics. SUtistics, and Camputer Science, UIC
Prasad Ravi - Chemical Engineering, UIC
Namer Shareef . Mechanical Engineering, UIC

Winter 1988 Program

James Choi - Electrical Engineering and Computer Science, UIC; and Bioengineering, UIC
Matt Hettinger - Physiology and Biophysics, UIC
Anil Manhapra - Mechanical Engineering, UIC
Li Zhou . Mathematics, Statistics, and Computar Science, UIC

---- ---- ---- ---- ----- ---- ---- ---- ___
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